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Abstract—The Solvency II Directive (Directive 2009/138/EC) is a European Directive issued in November 2009 and effective from January 2016, which has been enacted by the European Union to regulate the insurance and reinsurance sector through the discipline of risk management. Solvency II requires European insurance companies to conduct consistent evaluation and continuous monitoring of risks—a process which is computationally complex and extremely resource-intensive. To this end, companies are required to equip themselves with adequate IT infrastructures, facing a significant outlay.

In this paper we present the design and the development of a Machine Learning-based approach to transparently deploy on a cloud environment the most resource-intensive portion of the Solvency II-related computation. Our proposal targets DISAR®, a Solvency II-oriented system initially designed to work on a grid of conventional computers. We show how our solution allows to reduce the overall expenses associated with the computation, without hampering the privacy of the companies’ data (making it suitable for conventional public cloud environments), and allowing to meet the strict temporal requirements required by the Directive. Additionally, the system is organized as a self-optimizing loop, which allows to use information gathered from actual (useful) computations, thus requiring a shorter training phase. We present an experimental study conducted on Amazon EC2 to assess the validity and the efficiency of our proposal.

I. INTRODUCTION

The European Directive 2009/138 (Solvency II) [1] requires insurance undertakings to evaluate technical provisions in a market-consistent way and to measure the Solvency Capital Requirement (SCR) with the Value-at-Risk approach measured with at 99.5% confidence level over a 1 year unwinding period. Moreover, it is expected that insurance undertakings own an effective risk-management system comprising strategies, processes and reporting procedures necessary to identify, measure, monitor, manage, and report on a continuous basis the risk, at the individual and at an aggregated level. Risk depends on all the sources the company is or could be exposed, and their interdependencies ([1], art. 44). It is possible to identify at least five relevant areas that should be covered by such a system: underwriting and reserving, asset-liability management, investment, liquidity/concentration risk management, and risk-mitigation techniques. The features deriving from the Directive become significantly resource-intensive when the undertaking, in addition to the so-called standard formula approach detailed in the Directive, calculates technical provisions and SCR using an internal model, either full or partial ([1], art. 112). The internal model is a system used by the undertaking to assess risks and to determine the overall solvency needs, that is supposed to ensure better quality standards by the description of idiosyncratic exposure to risk, that is however subject to the approval of the national supervisory authority ([1], art. 112–127).

A recent proposal [9] has addressed the computational problems deriving from Solvency II compliance in the context of Italian life insurance, introducing DISAR®, a commercial system originally designed to work on a grid of conventional computers. DISAR tackles market-consistent valuation of the complex cash flows using numerical techniques in a stochastic framework, namely Monte Carlo simulation, on a fine-grained time grid. Nevertheless, the underlying assumption behind the efficiency of DISAR is the availability of large-scale computing infrastructures. Due to the periodical nature of the computations related to the Directive, setting up large clusters can easily be seen as a cost-ineffective solution by most companies which are required to adhere to the Directive.

The cloud computing paradigm [14], which allows to use virtualized resources in lieu of physical ones, is now universally recognized as a means to significantly reduce the costs associated with running IT premises, adopting the pay-as-you-go model. Recently, the financial world has shown as well a growing interest towards this paradigm [12]. In this paper we follow this track, and propose a solution to deploy Solvency II-related computations on the cloud, by relying on a distributed version of DISAR. Our proposal has several benefits: i) the deploy of the computation is completely transparent to the end user, so that no actual modification to the original workflow is required; ii) the overall cost faced by companies to comply with the Solvency II Directive is significantly reduced, as dedicated hardware is no longer required; iii) the actual pay-as-you-go cost is optimized, so that our proposal is able to fine tune the amount of resources required for the computation, depending on input data and the characteristics of the available virtualized architectures.

As for the above point iii, we explicitly rely on a Machine Learning (ML)-based system to determine what is the best configuration of the distributed deploy. In particular, we explicitly take into account the time required to carry out the Solvency II-related computations, and the expected cost to use virtualized resources. Therefore, by using our approach, companies are able to meet the stringent time requirements imposed by the EU Directive, while minimizing the associated
undertaking the subscriber can be expressed as:

\[ Y_T = C_0 \Phi_T 1_{\{E(T)\}}. \]  

where the indicator of the random event \( E(T) \) takes into account the actuarial uncertainty (survival/lapse of the subscriber) and \( \Phi_T \) represents the readjustment factor defined as:

\[ \Phi_T = \prod_{t=1}^{T} (1 + \rho_t) = (1 + i)^{-T} \prod_{t=1}^{T} (1 + \max\{\beta I_t, i\}), \]  

where \( \rho_t \) is the readjustment rate defined as:

\[ \rho_t = \frac{\max\{\beta I_t, i\} - i}{1 + i}, \]  

\( \beta \in (0, 1) \) and \( i \geq 0 \) are respectively known as the participation coefficient and the technical rate and contractually specified, while \( I_t \in \mathbb{R} \)—the return of the segregated fund—is a random variable. Letting \( F_t \) be the value of the segregated fund at time \( t \) (when the premium paid by the subscriber is invested), then the return rate earned by the fund in the period \([t-1, t]\) is:

\[ I_t = \frac{F_t}{F_{t-1}} - 1, \quad t = 1, 2, ..., T. \]  

When \( I_t > i \), a fraction of the return earned in excess of \( i \) is credited to the subscriber by increasing the insured sum, so that:

\[ C_t = C_{t-1}(1 + \rho_t), \quad t = 1, 2, ..., T, \]  

A key point is that \( F_t \) is not necessarily the market value of the fund, but could be a book value (i.e. a value that depends only on prices at which assets have been bought and sold), so that the volatility of returns can be strategically controlled by the manager of the segregated fund. Therefore, a proper risk management system should take into account the way the segregated fund is managed.

Equation (1) is fundamental to understand which aspects of liability depend on. In general, valuation of risk requires to compute the distribution of the value \( Y_t \) at time \( t \) of the random variable \( Y_T \) (in the Solvency II framework \( t = 1 \)) on which the risk measure is defined. When actuarial risks are also taken into account, the indicator in (1) is replaced by a proper expression and the determination of \( Y_t \) becomes more complex, although the general framework remains unchanged.

In DISAR, the distribution of \( Y_t \) is determined using nested Monte Carlo simulations [10]. The Monte Carlo technique is used to produce real-world or natural scenarios corresponding to the possible future evolution of the financial and actuarial risk drivers. For each real-world scenario, a second-stage (nested) Monte Carlo set of scenarios is simulated according to risk-neutral probabilities, that are used to obtain the future value of contingent-claim contracts by properly taking into account the premia investors require to face risks. The use of the risk-neutral setting is a standard technique that ensures the correct market-consistent valuation under the hypothesis of absence of arbitrage on the market. A nested Monte Carlo simulation is thus a two stage procedure in which:

1. \( n_P \) independent sample paths of the risk drivers are generated from \( t = 0 \) to \( t = T \) under the real world measure \( \mathbb{P} \), conditionally to the information available at time \( t = 0 \), i.e. to the filtration \( \mathcal{F}_0 \);
2. for each of the \( n_P \) paths, \( n_Q \) independent sample paths from \( t = 1 \) to \( t = T \) are generated under risk-neutral probability \( \mathbb{Q} \), conditional to the filtration \( \mathcal{F}_1 \).
The set of \(n_P\) simulations are referred to as outer simulations, while the \(n_Q\) ones as inner ones. Using this approach, the computation is therefore composed of a \(n_P \times n_Q\) simulations, each simulation being composed of the trajectory of each risk driver up to time \(T\), that can easily be as large as 100 years, even though it encompasses different work units on the available computing nodes, let them be physical or virtual. Each node computes concurrently average local values, which are then suitably combined to produce the final global results. Since the amount of data to be processed in this phase of the computation is unbounded, the data scattering and gathering can be efficiently supported using Message Passing interfaces.

From the architectural point of view, DISAR has a client/server distributed organization, which is shown in Figure 1, allowing to concurrently use various workstations. Its main components are:

1. A Database Server, hosting a Relational Database Management System.
2. A Master Server, hosting the Disar Master Service (DiMaS).
3. A set of Computing Units: each unit hosts the Disar Engine Service (DiEng) that manages the Disar Actuarial Engine (DiActEng) and the Disar Asset-Liability Management Engine (DiAlmEng).
4. A set of Clients, each hosting the Disar Interface (DiInt) that allows to set computational parameters and monitors the progress of the elaborations.

DISAR allows an efficient parallelization of the computation because it relies on elementary elaborations blocks (EEB), which are a set of elaborations identified by common characteristics that make them identical from the point of view of risks. In particular, two types of EEBs are considered: A) actuarial valuation, namely the computation of actuarial-expected cash-flows generated by the contracts, and B) Asset-Liability Management valuation, that is the evaluation of market consistent values of contracts.

When the computations is started, DiMaS divides all the input data in EEBs, thus it acts as the orchestrator of the system. It defines as well the elementary elaboration blocks, estimates the complexity of the elaborations, establishes the elaboration schedule, distributes the elementary requests to the processing units and monitors the process. The DiEng component on each node delivers the elaboration to DiActEng or to DiAlmEng depending on the elaboration type:

- DiActEng carries on the computation of type-A EEBs, namely it operates on the policy portfolio related to the segregated funds, it receives as input the contractual information, the consistency of policies and the technical information, and it computes on the related schedule the aggregate probabilized flows related to net performance, without loss of information;
- DiAlmEng is in charge of type-B EEBs. It operates on the policy portfolio related to the segregated funds, receiving as input the contractual information, the accounting information, the probabilized flows computed by the DiActEng, the financial hypothesis on the market structure, the features of the management strategy and produces the characteristic quantities useful to evaluate and to manage the risk.

III. THE ML-BASED TRANSPARENT DEPLOY SYSTEM

The most time-consuming activities of DISAR are related to type-B EEBs. Since these activities are based on Monte Carlo simulations, they can be parallelized by distributing different work units on the available computing nodes, let them be physical or virtual. Each node computes concurrently average local values, which are then suitably combined to produce the final global results. Since the amount of data to be processed in this phase of the computation is unbounded, the data scattering and gathering can be efficiently supported using Message Passing primitives, such as the Message Passing Interface (MPI) [19].

This data-separation approach is particularly effective in the Solvency II scenario, since aggregation of locally-computed values can be carried out only at the end of local simulations, although the duration of each type-B EEB is not related to the duration of the other ones. As an additional effect, the data used by type-B EEB, although related to the assets of specific companies, do not allow to gather useful information on them. In fact, since the DB is not exported to the cloud, the \(n_Q\) inner simulations are anonymized data, thus perfectly suitable for processing on a public environment.

We base our transparent deploy system on Starcluster [18], a tool which allows to activate any number of VMs on Amazon EC2. Whenever the user of DISAR starts a new simulation, the interface automatically activates the required number of VMs. The distributed nature of DISAR perfectly fits this deploy system, as every VM will run part of the computation. To reduce the cost of the simulation, we rely on a set of Machine Learning-based prediction models. These models are integrated into the DISAR interface modules to determine what is the most time- and cost-effective deploy on a cloud-based environment. In particular, the user of the system can specify a set of available virtualized architectures, along with its capabilities (in terms of, e.g., CPU power, and RAM) and cost per hour. This information is stored in a database which is then coupled with runtime data. Whenever a new simulation is run, the system stores the execution time into the database.

To build our ML-based execution time prediction models, we rely on Weka [20], a framework to integrate various ML algorithms with Java-based applications. In particular, we have selected Multi-Layer Perceptron [15] (MLP), Random Trees (RT) and Random Forests (RF) [6], IBk [2], KStar [13], and Decision Tables (DT) [3]. Additionally, we have experimentally selected the characteristic parameters relative to each EEB that induce the highest variability in the execution time of the simulation, namely the number of representative contracts—that is, the policies with equal insurance parameters.
Algorithm 1 Selection of the best-suited configuration.

\begin{verbatim}
X = {MLP, RT, RF, IBk, KStar, DT} M = \{-\} \triangleright The set of available virtual hardware configurations
T_{\text{max}}
N = \{1, \text{max}\}

\text{procedure } \text{PREDICT(CharacteristicParameters } \theta)\text{ }
\begin{align*}
C = \emptyset \triangleright \text{The set of feasible deploys} \\
&\text{for } n \in N \text{ do} \\
&\quad \text{for } m \in M \text{ do} \\
&\quad\quad \text{for } x \in X \text{ do} \\
&\quad\quad\quad \text{time}_x \leftarrow p_x(m, n, f) \\
&\quad\quad \text{end for} \\
&\quad \text{time} \leftarrow \sum_{i \in X} \text{time}_x \\
&\quad \text{if } \text{time} \leq T_{\text{max}} \text{ then} \\
&\quad\quad \text{cost} \leftarrow \text{hour_cost} \times \text{time} \\
&\quad\quad C \leftarrow C \cup \langle m, n, \text{cost} \rangle \\
&\quad \text{end if} \\
&\quad \text{end for} \\
&\quad \text{end for} \\
&\quad \text{if } \text{RANDC}(\cdot, \cdot) < \varepsilon \text{ then} \\
&\quad\quad \text{selected} \leftarrow \text{random element in } C \\
&\quad \text{else} \\
&\quad\quad \text{selected} \leftarrow \min \{\text{cost} \} \\
&\quad \text{end if}
\end{align*}
\text{return } \text{selected}
\end{verbatim}

We therefore evaluate every \( p_x \) on all the available configurations \( m \in M \), and all the natural values in the range \( [1, \text{max}] \), where \( \text{max} \) is a maximum threshold that can be specified by the user of the system. To account for possible prediction errors by the various models \( p_x \), we compute a final value \( \text{time} \) for a given virtualized configuration (namely, virtualized hardware and number of instances) as the average of all the times predicted by the models. This allows to reduce the impact of prediction errors by some of the models, a situation which is expected only at the beginning of the system’s lifetime, when the data in the knowledge base is reduced.

Through the DISAR interface, the user can select a maximum execution time \( T_{\text{max}} \) which is the timing constraint required to carry on the simulation, so as to respect the constraint imposed by the Solvency II Directive. Therefore, all the configurations such that \( p_x(m, n, f) \geq T_{\text{max}} \) are simply discarded. Then, given the fact that each virtualized architecture is associated with a per-hour cost, every configuration \( \langle m, n \rangle \) is associated with an additional cost parameter \( c \) which tells the expected expenditure to run the simulation on the configuration. Therefore, given all the tuples \( (m, n, c) \) we select the one associated with the minimum cost \( c \). This allows us to meet the time constraints while selecting the lowest cost possible. We emphasize that this approach explores very different configurations, in which less powerful virtualized architectures could be selected in place of more powerful ones, provided that they allow to meet the time constraints.

To ensure that all the configurations are suitably explored, after filtering out all the configurations such that \( p_x(m, n, f) > T_{\text{max}} \) with a small probability \( \varepsilon \) we select a random configuration. This allows to enlarge the knowledge base, possibly reducing the number of false positives on the expected execution time. The complete algorithm to computed the deploy organization is shown in Algorithm 1. As a side note, our DISAR interface allows to supersede the ML-based predicted configuration, so as to allow an early manual training phase, which could be used to artificially grow the knowledge base at the beginning of the lifetime of the system.

Finally, we emphasize that since the ultimate goal of our proposal is to reduce the overall cost of the simulation, having some nodes which finish their local computation far before other ones could be a significant issue. In fact, the nodes which have already completed their tasks would be idle until the slowest one completes, just to execute the data gathering procedure. Cloud-based deploys would increase their cost with no benefit. Our approach allows to transparently capture this issue, without relying on more time-consuming scheduling of MPI-based computations. In fact, configurations which involve a large number of nodes which are idle most of the time are immediately discarded thanks to the models learned by the ML algorithms.

IV. Experimental Assessment

In this Section we present an experimental assessment [17] of the validity and applicability of our approach, carried out on the Amazon AWS infrastructure. We have selected three portfolios mimicking typical Italian insurance company ones, choosing 15 different EBs. We have set the number of risk-neutral iterations to 50 for all the simulations—a value that introduces an acceptable statistical error within the LSCM approach. Concerning the natural iterations, we have fixed their value to 1,000 for illustrative purposes (typical required values are on the order of 10,000 to 100,000). The virtualized architectures which we have used in our experimentation are:

\begin{itemize}
  \item m4.4xlarge: 16 vCPUs, 64 GiB of RAM;
  \item m4.10xlarge: 40 vCPUs, 160 GiB of RAM;
\end{itemize}
• c3.4xlarge: 16 vCPUs, 30 GiB of RAM;
• c3.8xlarge: 32 vCPUs, 60 GiB of RAM;
• c4.4xlarge: 16 vCPUs, 30 GiB of RAM;
• c4.8xlarge: 36 vCPUs, 60 GiB of RAM.

In order to quantify the goodness of the approach, we show the difference between a predicted execution time and its actual value $\delta$, which in turn affects the predicted cost of the cloud-based deploy. We explicitly study this distance on the distributions’ tails.

Let us denote a real execution time—which is only known after a simulation is carried out—as $\Theta$, and the value estimated by the prediction model $p_\theta$ selected according to Algorithm 1 as $\hat{\Theta}$. The distance $\delta$ can be calculated as:

$$\delta = \frac{1}{N} \sum_{i=1}^{N} (\hat{\Theta}_i - \Theta_i),$$

where $N$ is the number of samples for each architectural configuration. This value tells how much on average the estimated values deviate from the real ones. Moreover, it allows to understand if the algorithm over or underestimates the execution time. Yet, assessing the validity using only $\delta$ is not enough, as outlying points could significantly affect the validity of the prediction.

In Table I we report the average error $\delta$ by the models when the knowledge base is composed of around 1500 samples. The results show that the selected ML algorithms show a high accuracy despite the limited size of the training data—compared to total execution times which can last up to several hours—and are therefore suitable for our purpose. This conclusion is backed as well by the data shown in Figure 2, which shows the discrepancy between the time predicted and actual execution time. By the plot we can see that the point cloud is clustered along the theoretical line, which is associated with the ideal model which is able to predict execution time with a 100% accuracy. This is confirmed by Figure 3, where it is shown that around 80% of the predictions have an absolute error smaller than 200 seconds. Higher errors are related to configurations with a small number of samples in the training dataset.

Concerning the performance of our distributed approach, we report in Figure 4 average speedup data for our cloud-based deploy versus a sequential execution of the simulation. By the results, we can see that the cloud-based deploys offer a performance gain which is non-negligible, and therefore—if we associate the obtained speedup with the large number of simulations which are required by the Directive—they allow to meet the stringent time constraints associated with the Solvency II Directive. Moreover, Table II reports the average cost associated with one simulation on each of the selected virtualized infrastructures. The total experiments for this paper, which are composed of 1500 runs, entailed a total cost of 128$. This is an outlay significantly smaller than the cost of any modern high-end computer grid.

As a final comparison, we have forced the execution of a large configuration on the higher-end VM and on the most cost-effective one. Our ML-based prediction selected configurations for the same input data which show a cost
decrease up to 54% with respect to the higher-end machine, and an execution time reduction up to 48% with respect to the most cost-effective one. This result supports our claim that our proposal can reduce the outlay associated with Solvency II-related computations, still allowing to meet the time requirements of the Directive.

V. RELATED WORK

The literature is significantly lacking of ML-based approaches to optimize financial applications on cloud environments. At a more broader scope, the works in [4], [16] use ML-based prediction models to determine, at runtime, the resource demand of web-based applications. Although similar in spirit to our proposal, we target a closed system model which has a limited lifetime, and therefore requires a more accurate determination of the needed resources. On the other hand, the target of [4], [16] is an open model entailing an application which could be run indefinitely long. Therefore, we explicitly use more ML-based models at once, while the works in [4], [16] use a single model at a time, although in a repeated fashion.

The work in [11] adopts different analytic approaches to determine an optimal resource provision of cloud-based applications. The analytic approach allows to provision computing resources for stages as well as a long-term plan. Contrarily, we target the resource provisioning in a less dynamic environment, which is nevertheless high-resource-intensive, and we do this relying on ML techniques to develop the models, rather than using analytic instruments.

VI. CONCLUSIONS AND FUTURE WORK

In this paper we have presented a ML-based system to transparently deploy on a cloud environment computations related to the Solvency II Directive. Using our approach, it is possible to meet the stringent requirements of the EU Directive, while keeping the outlay associated with the computation low. In particular, we have experimentally shown how our solution allows to accurately predict cloud-based execution times, and is able to explore a large number of different virtualized architectures, so as to account for their different prices.

So far, our system considers homogeneous deploys, namely it does not consider the possibility of employing VMs instantiated using different virtualized hardware configurations. Introducing this additional variability aspect will be the subject of future work.
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